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Abstract-The role of natural convection during solidification of a pure metal at a vertical wall is studied 
experimentally and numerically. Experiments are performed in a rectangular test cell with two opposing 
sidewalls held at constant but different temperatures, while the remaining walls are well insulated. Pure tin 
is used as the pha~-change material. Temperature and solid-liquid interface position measurement made 
under carefully controlled conditions are employed to deduce the importance of natural convection in the 
liquid metal on the temperature distribution in the melt as well as on the shape and motion of the solid- 

liquid interface. The experimental data are compared with rest&s of a numerical prediction. 

JNTRODUCTION 

OWING to the interest in solidification conditions 
necessary to eliminate macrosegregation and inter- 
cellular segregation in metals or semiconductors, the 
influence of natural convection on the solidification 
processes has received considerable research interest 
during the last two decades [I]. Mate~als processing, 
purification of metals and continuous casting are just 
a few applications motivating research in this area. 
However, a review of the heat transfer and met- 
allurgical literature shows that solidification rate data, 
in the presence of liquid superheat, have seldom been 
acquired under carefully controlled boundary con- 
ditions [2]. Only recently, interface locations as well 
as temperature distributions have been accurately 
determined. 

The effects of laminar, thermally driven natural 
convection on the shape and the motion of the solid- 
liquid interface during the controlled solidifi~tion of 
pure metals has been investigated both ex~rimentaliy 
and theoretically [3, 41. More recently, experimental 
results for solidification of gallium on a vertical wall 
of a rectangular cavity were reported in ref. [2]. Due 
to the anisotropy in the thermal conductivity of gal- 
lium and crystallographic effects, the interface is 
found to be highly irregular. Vives and Perry (5, 61 
experimentally investigated the influence of magneti- 
cally induced forced convection as well as thermally 
and solutally driven natural convection during 
solidification of metals and alloys and related the heat 
transfer data to metallurgical findings. 

To the authors’ know1edge, Ramachandran et al. 

[7] are the only ones who presented a two-dimensional 
numerical model of solidification in a rectangular cav- 
ity with superheat present in the liquid. Numerical 
calculations have been performed for several relevant 
dimensionless parameters, but the lowest Prandtl 
number considered is Pr = 0.1, which is one order of 

magnitude higher than the Prandtl number of most 
metals. No comparison of experimental data with pre- 
dictions of a two-dimensional numerical model, simu- 
lating solidification of a superheated metal in a 
rectangular cavity, have been identified in the rele- 
vant literature, even though such information is of 
considerable practical importance [8,9]. 

As evident from the literature review, solidi~cation 
of low Prandtl number liquids has not received 
adequate research attention. Hence, the purpose of 
this paper is to report on experiments concerned with 
the solidification of superheated tin (99.99% pure) at 
a vertical wall under carefully controlled conditions. 
Ex~riments are ~rfo~ed in a rectangular cavity. 
Two vertical sidewalls of the test cell are held at con- 
stant but different temperatures, while the connecting 
top and bottom walls as well as the front and back- 
walls are well insulated. Tin is selected as the working 
fluid because its thermophysical properties are reason- 
ably well documented [lo, 111, and its fusion tem- 
perature is low in comparison to other metals. 
Temperature and interface position measurements are 
employed to deduce the importance of natural con- 
vection in the melt on the solidification process. In 
addition, the experimental data are compared to 
results of a numerically simulated experiment. The 
velocity vector maps predicted by the numerical model 
serve to visualize the complicated flow structure. 

EXPERIMENTS 

The experiments are performed in a rectangular 
cavity with two vertical sidewalls held at constant but 
different temperatures. The remaining walls of the 
cavity are well insulated. Figure 1 shows the principal 
features of the experimental apparatus. The test cell is 
constructed from a commercially available five-sided 
Pyrex glass tank with 7 mm thick walls. Since the 
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NOMENCLATURE 

aspect ratio, Hi W 

gravitational acceleration 
specific heat of the phase-change material 
Fourier number, r,,t/ W2 
height of the cavity 
latent heat of fusion 
pressure 

Prandtl number, v,/cr 
Rayleigh number, gp( TH - Tf) W ‘/cm 
solid-liquid interface position 
Stefan number, c( Tf - Tc)/Ahf 

temperature 
time 
velocity in the x-direction 
solidified volume 
total volume of the test cavity 
velocity in the Jl-direction 
width of the cavity 

.Y 

?’ 

coordinate direction parallel to the heat 
exchangers (Fig. 3) 
coordinate direction normal to the heat 
exchangers (Fig. 3). 

Greek symbols 

;1. 
thermal diffusivity 
thermal expansion coefficient 

0 dimensionless temperature in the liquid. 

(Ti- r,-)l(TkI- T,) 
1’ kinematic viscosity 
? dimensionless time. Stc i”i). 

Subscripts 
C cold 
f fusion 
H hot 
i initial 
1 liquid. 

FIG. 1. Schematic of the experimental apparatus : I, ten-turn 
potentiometer; 2, linear potentiometer; 3, probe ; 4, Sylox 2 
pm sized silica; 5, sand; 6, five-sided glass tank ; 7, heat 
exchangers; 8, 75 mm lava plate; 9, 5 mm lava plate; 10, 

solid ; 11, liquid. 

vertical extent of the tank is larger than the desired 
height of the test section, the bottom of the tank is 
partially filled with sand. A 5 mm thick Pyrex glass 
plate is placed on the sand to separate the test region 
from the sand. Two heat exchangers, which serve as 

the heat source/sink, are then inserted into the tank 
and fixed on two opposite vertical walls. The glass 
plate at the bottom, two vertical walls of the glass 
tank and the two heat exchangers form the bottom 
and the sidewalls of the test region, respectively. .4 5 
mm thick lava plate, serving as the top boundary of 
the test region, is placed on the tin. Another 75 mm 
thick lava plate is situated on top of the heat ex- 
changers. Between the two lava plates is an.air gap 
the thickness of which varies with the aspect ratio. 
The configuration allows flexibility to vary the aspect 
ratio and provides good insulation at the top. Slots 
are milled into both lava plates to insert probes from 
the top. 

The actual test region is 8.89 cm wide and 12.6 cm 
deep. The height is 6.66 or 8.89 cm depending on the 
desired aspect ratio (0.75 or 1 .O). The entire glass tank 
is placed in a wooden box which is 8 cm larger than 
the tank at all four sides and at the bottom. The space 
between the wooden box and the glass tank is filled 
with Sylox 2 pm sized silica, an extremely good insu- 
lator(k=O.O2Wm~‘K-‘). 

Each of the two heat exchangers consists of a 10 
mm thick copper plate, five electric resistance heaters 
and a multipass heat exchanger machined from a 15 
mm thick brass plate (Fig. 2). The copper plate is in 
direct contact with the test material. The heaters are 
attached to the back side of the copper plate. Each 
heater is made out of two 2.54 mm thick high thermal 
conductivity boron nitride plates (k = 65 W m-’ K ’ ) 
and a 0.35 mm diameter nickel-chromium resistance 
wire. In the plate, which is in direct contact with the 
copper plate, 0.5 mm deep grooves are milled. The 
nickel+zhromium wire is laid into the grooves and 
the other boron nitride plate is placed on top of the 
grooved plate. The temperatures of each individual 
heater are measured with either one or two type-K 
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FIG. 2. Schematic diagram of the heat exchanger : 1, copper block ; 2, heater (assembled) ; 3, grooved boron 
nitride plate (top plate of the heater removed) ; 4, nickel-chromium wire ; 5, thermocouple locations ; 

6, multipass heat exchanger. 

thermocouples which are located in the copper plate 
at a distance of 0.02 mm from the surface adjacent to 
the tin. The copper plate and the five heaters serve as 
a top plate for the channels of the multipass heat 
exchanger. This construction provides the possibility 
for both, heating and cooling. If the heat source/sink 
is used as a heater, no fluid is circulated through the 
channels, while there is electric power input into the 
heater. If the unit serves as a sink, air is circulated 
through the channels and heat is removed from the 
heat sink. During cooling the heaters are employed to 
equalize temperature nonunifotmities along the cop- 
per plate. In both cases, a HP Model-3852 data logger 
is used to control the electric power input into the 
heaters so as to achieve a uniform temperature over 
the entire heat exchanger surface. This is accom- 
plished by comparing the measured tempera- 
tures at the copper plate surface with the tem- 
perature desired as the boundary condition. Based on 
this comparison, the relay of each individual heater is 
either opened or closed. The air flow rate through the 
heat exchanger is manually controlled. With this heat 
exchanger design and due to the relatively small tem- 
perature differences between the heat exchangers, the 
temperature nonuniformities along each copper plate 
are reduced to + 0.1 “C. 

Temperature profiles in the liquid tin and positions 
of the solid-liquid interface are measured with a mov- 
able thermocouple probe and a movable L-shaped 
glass rod, respectively. In order to determine the 
location of the probes, an x-y measurement system is 
developed which consists of a rectangular frame and 
a cart. The frame, fixed on top of the wooden box, has 
rails on two opposite sides, serving as guideways for 
the wheels of the cart. The position of the cart and 
thus the horizontal location of the probe is determined 
with a linear potentiometer, attached to the cart and 
fixed to the frame. The vertical position of the probe 

HIT 31:8-M 

is measured with a ten-turn potentiometer which is 
installed on the cart. A gear on the shaft of the ten- 
turn potentiometer grips a precision rack connected 
to the probe. When the probe is moved up and down, 
the rack induces a rotation at the ten-turn poten- 
tiometer. The resulting electrical’ signals from both 
potentiometers are fed into the data logger. It is esti- 
mated that She position of the probe can be deter- 
mined with an accuracy of + 1 mm. 

The temperature probe consists of a type-K ther- 
mocouple wire inserted into a 3 mm outer diameter 
glass tube. For protection purposes, the thermocouple 
bead at the tip of the rod is coated with a thin layer of 
high thermal conductivity epoxy. The thermocouple is 
calibrated against the freezing point of tin with an 
accuracy of f 0.1 “C. 

Experimental procedure and data reduction 
The test material used in the experiments is 99.99% 

pure tin with a melting point of 231.9”C. The ther- 
mophysical properties of tin are obtained from the 
literature [lo, 111. 

Before solidification is started, the temperatures of 
both heaters are maintained at the initial values above 
the fusion temperature of tin for at least 6 h. The 
phase-change process is initiated by lowering the tem- 
perature of one of the heat exchangers below the 
fusion temperature of tin, while the other one is kept 
at the initial temperature above the fusion tem- 
perature of tin. In order to assure measurements under 
quasi-steady-state conditions, the temperature differ- 
ences between the two heat exchangers are kept small, 
so that the interface moves only a small distance while 
data are taken. 

The probing method is used to determine the pos- 
ition of the interface at preselected times after the 
initiation of phase change. An L-shaped rod is 
immersed into the liquid metal and is moved along 
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the solid-liquid interface. The position of the tip of 

the glass rod, which is in direct contact with the inter- 
face, is measured with the X--J measurement system 
at discrete points. The error resulting from the deflec- 

tion of the probe tip. due to bending of the glass rod 
during measurements, is predetermined and mini- 

mized by reducing the contact pressure between the 
tip of the probe and the interface. Temperature data 

at preselected times, which correspond in time to the 
interface position data, are obtained by performing 

another experiment under the identical boundary and 
initial conditions for which the interface position data 

arc taken. The temperatures in the melt are measured 
at three different heights by traversing the probe hori- 

zontally through the liquid metal, against the assumed 
direction of the flow, in order to minimize the dis- 

turbance of the flow and temperature fields by the 
previous measurements. 

All temperature and interface data are taken at the 
centerplane of the test cell. The interface position data 
are only obtained at preselected times so that the 
disturbance of the flow and temperature fields by the 
measurements does not significantly influence the so- 
lidification process. Small temperature differences (of 
the order of 1-4’C) were imposed between the cold 
( Tc) and hot (T,,) walls of the test cell. This was done 
in order to reduce the motion of the solidification 
front during the time it takes to locate the interface 
position. 

ANALYSIS 

Two-dimensional solidification in a rectangular 
enclosure with superheat in the melt is mathematically 
modeled by Ramachandran et al. [7]. In order to 
take advantage of the numerical algorithm to simulate 
solidification of pure tin at a vertical isothermal wall, 
while the opposite wall was maintained at the initial 
temperature above the fusion temperature of tin, the 
boundary conditions at one vertical side of the com- 
putational domain was changed. A vertical center- 
plane symmetry boundary condition was replaced 
by a constant wall temperature boundary condition. 
A schematic of the physical model and the coordinate 
system used in the present work is shown in Fig. 3. 
The following assumptions are made : 

(1) the thermophysical properties of the phase- 
change material in the solid and liquid state are inde- 

pendent of temperature, with the exception of the 
density in the buoyancy-term in the momentum 

equations ; 
(2) the Boussinesq approximation is valid ; 
(3) the flow in the melt is incompressible, laminar 

and two-dimensional ; 
(4) the melt is a Newtonian fluid ; 
(5) the model does not account for finite velocities 

at the solid-liquid interface due to the volume change 
of the material during solidification. 

With these assumptions, the conservation equations 
of mass, momentum and energy in the melt and the 

FIG. 3. Schematic of the physical model and 
system. 

coordinate 

energy conservation equation in the solid can bc 
written, respectively, as : 

continuity 

(Ii 

momentum in the x-direction 

momentum in the y-direction 

energy in the melt 

energy in the solid 

the initial and boundary conditions in the melt 

T, = 7; ; u = L’ = 0 for t = 0 

T, = T,; u = 0: c = 0 at the sol&liquid interface. 

s = F(x, I) 

r, = r,; u = 0; L’ = 0 at the hot wall, y = 0 

8T, 
~~~ =o; 
ax 

u=O; L’ = 0 at top and bottom 

connecting walls, x = 0 and H, 0 < J' d s. (6) 

An energy balance at the solid-liquid interface yields 

The boundary conditions in the solid are 
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r, = Tr at the solid-liquid interface, s = F(x, t) 

r, = T, at the cold wall, y = W 

ST3 
ax = 0 at top and bottom connecting walls 

x=OandH,s<yG W. 00 

The governing equations were nondimensionalized 
and discretized using a finite-difference technique. The 
computations domain encompassed the melt and the 
solid and 31 x 31 control volumes were employed in 
each of these regions. The details of the numerical 
procedure are given elsewhere [7] and are not repeated 
here. 

Tests of the accuracy of the numerical algorithm 
were performed. The thickness of the solid layer at 
early times was compared with Neumann’s solution 
[ 12], and the predicted results agreed to within 0.1% 
of the exact solution. Nusselt numbers obtained along 
the two vertical sidewalls were compared with bench- 
mark solutions for steady-state natural convection of 
air in a square cavity [133. The agreement was found 
to better than 2% for Ra ,< 10’ and better than 8% 
for Ra < 106. The discrepancies are attributed to the 
relatively coarse, equally distributed grid and the tran- 
sient terms in the governing equations which cannot 
be completely eliminated in the present numerical 
procedure. 

RESULTS AND DISCUSSION 

Interface shape and position 
The progression of the solid-liquid interface with 

time for three different temperature differences 
(T,, - Y,) is shown in Figs. 46. At early times, the 
solid-liquid interface is only sfightiy curved, indi- 
cating that heat transfer is predominantly by con- 
duction. As time progresses, buoyancy driven natural 
convection in the liquid metal influences the local heat 
transfer rate at the solid-liquid interface. The curved 
interfaces provide conclusive evidence of this effect. 
The fluid in the vicinity of the hot plate rises and 
its temperature increases as it flows along the heat 
exchanger. When the liquid tin reaches the top of the 
melt layer, it turns 90” and impinges at the solid- 
liquid interface. The flow is deflected and descends 
along the interface while its temperature decreases. 
Due to the higher temperature of the liquid metal 
near the top of the solid-liquid interface, the local 
solidification rate is lowest in this region. By the time 
the liquid has reached the lower part of the melt filled 
cavity, it has been cooled down to nearly its fusion 
temperature. The melt turns 90” and flows back 
towards the hot wah. Since the heat transfer rate from 
the hot wall to the interface by conduction is reduced 
by the advective energy transport, the solidification 
rate at the lower part of the interface is higher than 
one would expect for pure conduction. 

Figures 4 and 5 depict the progression of the inter- 
face at preselected times for two different cold-wall 
tem~ratures. Whife the contours of the interfaces at 

FIG. 4. Interface shape taken at preselected times: 
T = 233.O”C, T, = 233.O”C, Tc = 226.O”C. A = 0.75, 

Ra = 1.59 x IO’, Ste = 2.69 x IO-*. 

Y cent 
FIG. 5. Interface shape taken at preselected times: 
T, = 233.O”C, TH = 233.O”C, T, = 229.O”C, A = 0.75, 

Ru = 1.59 x 105, Ste = 1.32 x 10w2. 

the same time increment are only slightly different, 
the solidification rate decreases with increasing tem- 
peratures at the cold wall. For lower cold-wall tem- 
peratures (Fig. 4), the steady-state interface position 
is reached after a shorter time period than for higher 
cold-wall temperatures (Fig. 5). 

A comparison of Figs. 4 and 6 shows the influence 
of initial superheat in the liquid metal and hot-wall 
temperature on the position and the shape of the 
solid-liquid interface. For increasing superheat and 
hot-wall temperature, the nonuniformities in the inter- 
face shape are more pronounced which can be attri- 
buted to an intensification of the flow in the melt. In 
case of higher superheat and hot-wall temperature 
(Fig. 6), the progression of the interface is slower and 
the solidified volume at steady state is smaller than in 
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Y ten, 

FIG. 6. Interface shape taken at preselected times: 
T, = 234.O”C, T,, = 234.o’C, Tc = 226”.O”C, A = 0.75, 

Rn = 3.01 x 10’. Ste = 2.69 x IO ~‘. 

the case of lower superheat and hot-wall temperature 
(Fig. 4), because of a higher heat transfer rate from 
the liquid pool to the interface. 

Even though heat losses from the front- and back- 
walls of the test cell to the ambient occur, an increased 
solidification rate in these locations and thus a cur- 
vature of the solid-liquid interface in the direction 
parallel to the two heat exchangers is not observed. 
This can be explained by the fact that the heat removal 

at the cold wall is much higher than the heat losses 
from the front- and backwalls of the test cell to the 
ambient. 

The variation of the solidified volume fraction with 
time is determined by integrating the interface 
contour. The data are depicted in Fig. 7. The best 
curve fit could be achieved by using non-linear 
regression and employing dimensionless time (7), 
Rayleigh number (Ra) and aspect ratio (A) as the 
dimensionless parameters (see Nomenclature). The 
experimental data collapse quite well onto a single 
curve if V/V,, is used as an ordinate and 
70.51 Ra-” “5 A ” ” as an abscissa. The correlation 

v,vc, = 2,917”.5’ Ran “05 ,A Kib 
(9) 

is shown as a solid line in Fig. 7. The correlation is 
restricted to 7 < 0.1076, because for 7 > 0.1076 the 
solidification process approaches steady state (i.e. the 
solidified volume does not increase with time), while 
in the correlation a time dependence of the solidified 
volume is assumed. The exponent of the dimensionless 
time z of 0.53 is close to the exponent found for pure 
conduction solution, V/V0 CT 7” ’ [12]. The Rayleigh 
number as well as the aspect ratio have negative 
exponents, indicating that the solidified volume frac- 
tion decreases with increasing Rayleigh numbers and 
aspect ratios. These findings are consistent with the 
results for steady-state natural convection of liquid 

-I 
0 .Iaa .zom .a .+am .sma 

T ‘a Ra -0.05 *-0.36 

FIG. 7. Correlation of the solidified volume fraction data. 

metals [ 141 which show increasing heat transfer rates 
with increasing aspect ratios and Rayleigh numbers. 

N~nt muw&r characteristics 
Temperature profiles measured at three different 

heights in the liquid tin and two preselected times are 
depicted in Figs. 8 and 9. The temperature data in 
Figs. 8 and 9 correspond to the interface locations at 
t = 0.077 and 0.529 h in Fig. 5, respectively. At early 
times, temperature profiles typical of natural con- 
vection in a rectangular enclosure are observed. The 

convective flow causes steep temperature gradients at 
the hot wall and the solid-liquid interface. Along 
the interface, the temperature gradients are high in the 

upper region of the cavity and decrease towards the 
bottom. The opposite trend is evident at the heated 
wall. The trends of the measured liquid temperatures 
are consistent with the clockwise circulation of the 
melt. While local heat transfer from the liquid to the 
solid--liquid interface varies with height, the interf’acc 
remains nearly planar (Fig. 5), owing to the domi- 
nance of heat conduction in the solid layer over con- 
vective energy transport in the liquid. 

At t = 0.529 h (Fig. 9) again. temperalure profiles 
typical of natural convection in a rectangular cavity 
are observed. Due to the increasing thermal resistance 
of the solid layer and thus reduced heat conduction 
from the interface to the chilled plate, heat transfet 
from the liquid pool to the solidHiquid intcrfacc 
by convection plays an important role in the local 
energy balance at the interface. The curved solidi- 
fication front provides conclusive evidence of this 
phenomenon. 

The scatter of the experimental temperature data 
may be due to several reasons. First, the immersion of 
a thermocouple probe into a liquid metal undergoing 
natural convection is believed to cause the onset of 
temperature oscillations [l]. Second, the on-off con- 
trol employed to control the heat exchanger tem- 
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FIG. 8. Temperature distributions in the liquid at three 
different heights : T, = 233.O”C, Z”, = 233.o”C, r, = 
229.O”C, A = 0.75, Ra = 1.59 x lo”, Ste = 1.32x IO-‘, 

t = 0.079h (Fo = 0.63). 
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FIG. 9. Temperature distribution in the liquid at three dif- 
ferent heights : I; = 233.o”C, Ta = 233.0”C, Tc = 229.O”C, 
A = 0.75, Ru = 1.59 x lo’, Ste = 1.32 x lo-‘, f = 0.529 h 

(Fo = 4.31). 

peratures produces oscillations in the system. Third, 
the motion of the solid-liquid interface and thus the 
decrease in the size of the melt region produces 
unsteady fluid flow [2] and may, in turn, produce oscil- 
lations in the temperature. Fourth, the difficulty of 
wetting the metallic thermocouple by liquid tin may 
have contributed to the scatter. Finally, the ther- 
mocouples are only accurate to within +O.l”C, and 
the scatter of the data may be explained by the uncer- 
tainty in the measurements, since the temperature 
difference between the hot wall and the interface is 
only 1.1 or 2.1”C. For example, the consistent upturn 
in temperatures in the middle of the melt is within the 
experimental uncertainty. 

Comparison between predictions and experimental data 
Comparisons between numerical predictions and ex- 

perimental results are made for one experiment : Ti = 
233.o”C, TH = 233.O”C, TC = 229.O”C, Ra = 1.59 x 

105, Ste = 1.32 x IO-‘, Pr = 0.011 and A = 0.75. 
The calculations are performed on a CYBER 
20.5 digital computer. The total simulated dimen- 
sionless time is r = 0.14 (numericaIly determined 
steady state). Because of the very large compu- 
tational costs (2.55 x lo4 CPU s), only one simu- 
lation is performed. Computational time is excessive 
owing to very slow convergence for low Prandtl 
number fluids. 

Figure 10 shows velocity vector maps at preselected 
times for the simulation of one experiment (Fig. 5). A 
large, clockwise rotating convection cell develops 
early (Fig. 10(a)) and decreases in size as solidification 
progresses (Figs. 10(b) and (c)). In the center of the 
recirculation eddy, the velocities are as much as one 
order of magnitude lower than the ones in the bound- 
ary layers. Small secondary recirculation cells are 
observed in the corners of the liquid filled pool (Fig. 
to(a)). At these locations the main flow separates 
from the sidewalls and makes a 90” turn. Due to the 
secondary recirculation cells, the impingement of the 
main flow does not occur in the immediate vicinity of 
the corners, but is vertically and horizontally shifted 
at the heated sidewall, solid-liquid interface and top 
and bottom wall, respectively. As solidification pro- 
gresses (Figs. IO(b) and (c)), the two, initially small 
recirculation cells at the bottom have grown together 
to one large recirculation region which comprises sev- 
eral small convection cells. Even though the secondary 
eddy at the top of the solid-liquid interface is small 
in size, it significantly influences the local heat transfer 
at the interface. The minimum local solidification rate 
is not at the top of the cavity, but in the region where 
the main flow impinges on the interface. 

Figure 11 shows predicted and measured interface 
positions. The symbols and the solid lines represent 
the experimental data and the predictions at pre- 
selected times, respectively. At early times (t = 0.077 
h) the numerical model overpredicts the solidified vol- 
ume. The discrepancy may be partly attributed to 
supercooling and to thermal inertia of the experi- 
mental apparatus. Due to the thermal inertia of the 
experimental setup, it is impossible to impulsively 
lower the temperature at one vertical wall in order to 
initiate the solidification process. This instantaneous 
change in the wall temperature is one of the assump- 
tions made in the numerical model. In the experiment, 
approximately 2 min (1.75% of the total experimental 
time) elapse before the desired temperature at the 
cold wall is reached. During this period of time, the 
temperature difference ( Tf - TC) and thus the driving 
potential for solidification, is smaller than the one 
used in the numerical simulation which is based on 
the desired cold-wall temperature. This causes the 
overprediction of the solidified volume at early times 
(t = 0.077 h). 
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Ste = 1.32 x IO-* : (a) t = 0.079 h (Fo = 0.63) ; (b) t = 0.529 

h (~0 = 4.31): (c) t = 1.486 h (Fo = 12.11). 
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FIG. II. Comparison between measured and predicted 
interface locations at preselected times: 7; = 333.0 C. 
T,, = 233.0-C. TV = 229.O”C, A == 0.75. Rrr =- I.59 x IO‘. 

Sk, = 1.32x IO :. 

As solidification progresses, the discrepancy 

between the experimental data and the predictions 
becomes smaller, and after r = 0.529 h the experi- 
mentally determined solidified volume is larger than 
the predicted one, Lower hot- and cold-wall tem- 
peratures during the experiment at later times than 
the ones used in the numerical simulation as well 

as heat losses from the test cell to the ambient may 
contribute to higher rn~~sL~red than predicted so- 
lidification rates. At t = I .462 h the comparison 
between the experimental data and predictions is quite 
disappointing. While the lowest local solidification 
rate is measured at the top of the wall. the prcdictcd 
local nl~nimum occurs at about .r,‘H = 0.8. This is 
attributed primarily to the differonce between the pre- 
dicted and actual flow structures in the melt. Shrink- 
age of the solid and motion of the liquid away from 
the upper connecting wall due to the solidification of 
tin (because p< > P,), and insu~cient resolution due 
to the coarse numerical grid are believed to be the 
main causes for the difference. The unavoidable 
shrinkage causes a change in the velocity boundary 
condition from one of no slip (equation (6)) to one of 
no shear and in the process is expected to change the 
flow structure in the upper part of the melt region. 
Steady-state natural convection calculations in liquid 
metals (Pr 2 0.01) have revealed secondary cells in 
the four corners of a rectangular cavity [14], but such 
celh have not been predicted in ordinary fluids [ 131. 
It is unfortunate that metals are opaque to visible 
radiation and hence do not allow for Row visual- 
ization. Attempts to measure the velocity near a ver- 
tical wall with an incorporated magnetic probe [l S] 
provided by Professor Vi&s were unsuccessful, appar- 
ently because the velocities under natural convection 
conditions in a small test cell were too small and/or 
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temperature gradients were possibly too large and had 
not been properly calibrated. 

Additional factors which may contribute to the dis- 
crepancy between data and predictions include pos- 
sible crystallographic effects at the solidification front 
[2], unavoidable’heat losses from the bottom of the 
test cell, neglect of the density difference between the 
solid and the liquid phases and of the finite velocity 
at the solidification front. Even though the last effect 
can be accounted for in the analysis [16], estimates 
show that for the conditions studied it is not sig- 
nificant. All of these factors can affect the flow struc- 
ture in the melt and alter the solidification front shape 
and its motion. 

Temperature profiles measured for three different 
heights at preselected times and predictions are shown 
in Fig. 12. Again, the experimental data are denoted 
with symbols, and the numerical results are shown 
with a solid line. While there is scatter in the experi- 
mental results, the measured and predicted tem- 
perature distributions agree qualitatively. Some of the 
discrepancies can be attributed to heat losses from the 
test cell and measurement errors as well as com- 
putational inaccuracies. 

CONCLUSIONS 

A combined experimental and numerical study of 
solidification of pure tin at a vertical wall in the pres- 
ence of liquid superheat is performed. Temperature 
and interface position measurements have been used 
to deduce the importance of natural convection in the 
liquid pool on the solidification process. However, 
since the thermal conductivity of tin is two orders of 
magnitude higher than the ones of ordinary liquids, 
the effects of natural convection on the shape and 
motion of the solid-hquid interface is not as large 
as during phase-change heat transfer of non-metallic 
substances. 

A comparison between experimental temperature 
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FIG. 12. Comparison between measured and predicted 
temperature distributions at three different heights : 
T, = 233.O”C, TH = 233.O”C, T, = 229.O”C, A = 0.75, 
Ra = 1.59x IO’, Sre = 1.32x IOm2, t = 0.529 h (FQ = 4.31). 

data and numerical predictions shows good agree- 
ment, while there is some scatter in the experimentally 
measured temperatures. The correspondence between 
measured and predicted interface positions is only fair 
and in some ways disappointing. Differences between 
the measured and predicted interface shapes suggest 
different flow structures near the interface during the 
experiment than it has been predicted numerically, 
primarily because of the idealizations in the math- 
ematical model and possibly as a result of too coarse 
a numerical grid. 

The calculations have indicated a clear need for 
a much more efficient algorithm to solve multi- 
dimensional transport equations describing solidi- 
fication of metals and metal alloys in which flow of 
the melt must be accounted for. In addition, there is 
a need for computational schemes which are capable 
of tracking simultaneously several moving boundaries 
(e.g. solid-liquid, solid-gas and liquid-gas) that occur 
when a material shrinks upon solidification. 
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SOLIDIFICATION DUN METAL PUR A UNE PAR01 VERTICALE EN PRESENCE 
DUN LIQUIDE SURCHAUFFE 

R&urn&La role de la convection naturelle pendant la solidification d’un metal pur a une paroi verticale 
est &die expirimentalement et numeriquement. Des experiences sont conduites dans une cellule d’essai 
rectangulaire ayant deux parois oppostes tenues a des temperatures constantes mais differentes, alors que 
les autres parois sont bien isolies. De l’ttain pur est utilise comme matiriau B changement de phase. Des 
mesures de temperature et de position de l’interface solideliquide dans des conditions control&es avec 
soin, sont utilisees pour deduire l’importance de la convection naturelle, dans le metal liquide, sur la 
distribution de temperature dans le bain aussi bien que sur la forme et le mouvement de l’interface solidee 

liquide. Les don&es exptrimentales sont comparees avec les rtsultats dune prediction numeriques. 

ERSTARREN EINES REINEN METALLS AN EINER VERTIKALEN WAND BE1 
UBERHITZTER SCHMELZE 

Zusammenfassung-Der EinfluB der natiirlichen Konvektion bei der Erstarrung eines reinen Metalls an 
einer vertikalen Wand wird experimentell und numerisch untersucht. Es werden Experimente in einer 
rechtwinkligen Testzelle durchgefiihrt, bei der zwei gegeniiberliegende WBnde auf verschiedenen, aber 
jeweils konstanten Temperaturen gehalten werden, wahrend die iibrigen WInde gut wlrmegedlmmt sind. 
Es wird reines Zinn benutzt. Temperaturen und die Position der Grenzlhiche zwischen verfestigtem und 
fliissigem Metal1 werden gemessen, urn den EinfluD der natiirlichen Konvektion auf die Temperatur- 
verteilung der Schmelze und auf die Form und Bewegung der Grenzflache zu ermitteln. Die experi- 

mentellen Resultate werden mit Ergebnissen von numerischen Berechnungen verglichen. 

3ATBEPAEBAHME ‘4MCTOI-0 METAJIJIA HA BEPTHKAJIbHOH CTEHKE I-IPB 
I-IEPEI-PEBE XHAKOCTH 

A8HOTK4lmS-3KCnepwMeHTanbHO H ‘HiCJIeHHO HCCJTeAOB3JTaCb pOJlb eCTeCTBeHHOti KOHBCKHHH npH 3aT- 
BepAeBBHHH SHCTOrO MeTBJUla Ha BepTHKaJIbHOfi CTCHKC 3KCHepUMeHTM npOBOBHJtHCb B npKMOyTOSIb- 
HOii K’teRKe, B KOTOpOfi KBe lTpOTHBOHOnO~HMe CTeHKH WMeBW nOCTOJTHHy’BJ, HO pa3JHi’fHyto 
TeMnepaTypy, a HBe ,JJpyrue 6bmw xopomo H3OJIHpoBaHbt. B KaYeCTBe paBorer MaTepHaJIa HCnOJIb30- 
Ba.BOCb YHCTOe OBOBO. M3MepeHHbIe 3HaYeHHll TeMnepaTypbI H nOBOW(eHHR rpaHHHM pa3Aena aa3 
TBepBOe Te,To-BCHBKOCTb, BbmOJlHeHHMe B CTpOrO KOHTpOJHipyeMbIX yCJIOBSiKX, HClTOJIb30BaJHiCb QnK 
BbHICHeHHII BBHIiHHR eCTeCTBeHHOfi KOHBeKHHH B -KOM MeTanne Ha paCnpeAeneHHK TeMnepaTyprJ B 
pacnnase, a TaKnce Ha @op~y H nBH~eHHe rpaHHHbt pa3nena. IIpoBeneHo cpaBHeHue 3KcnepuMeHTaJrb- 

HbrX BaHHbrX C p3yJIbTaTaMH YHCJIeHHbIX paC9eToB. 


